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ABSTRACT
In much of the world, electricity grids are not instrumented
at the customer level, limiting insights into the power quality
experienced by utility customers. Moreover, to understand
grid performance, regulators and investors must depend on
utilities to self-report reliability data. To address these chal-
lenges, we introduce PowerWatch, an agile methodology to
directly measure customer experience and aggregated grid
performance without relying on the utility for deployment or
management. PowerWatch employs a system of distributed
sensors coupled with cloud-based analytics. We evaluate
the PowerWatch methodology by deploying 462 sensors in
homes and businesses in Accra, Ghana for over a year, yield-
ing the largest open-source data set on electricity reliability
at the customer-level in the region. We describe the archi-
tecture, design, and performance of PowerWatch, as well as
the data that are collected, explaining how we determine the
accuracy and coverage of our methodology without ground
truth. Finally, we report on grid performance issues, find-
ing nearly twice as many outages as the utility observed,
suggesting a need for better grid performance monitoring.

CCS CONCEPTS
• Hardware → Sensor applications and deployments;
Energy metering.
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1 INTRODUCTION
Electric grids power economic activity throughout the world.
However, frequent power outages and voltage fluctuations
leave many consumers and businesses with only a fraction of
the benefits promised by electrification [7, 9, 30, 46]. To rem-
edy this, governments and global development organizations
are prioritizing investments to improve electricity reliability
in low- and middle-income countries (LMICs) [49, 50].

While utilities in high-income countries have augmented
grids with increasingly advanced sensors, utilities in LMICs
have limited instrumentation due to budget constraints [77].
Even when LMICs have grid-monitoring equipment, it typ-
ically resides only at the transmission tier of the grid, pro-
viding limited insight into performance issues like outages
and voltage sags at the distribution tier [30]. Without mea-
surement at the distribution tier, utilities struggle to improve
reliability, and economies, institutions, and livelihoods suffer.
The value of high-resolution reliability data in LMIC set-

tings is to date unquantified. Without complete instrumen-
tation, it is difficult to know the frequency and extent of
outages that occur throughout the grid. The right observa-
tions could enable utilities to enhance day-to-day operations
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Figure 1: PowerWatch System Architecture. Power-
Watch measures the grid by plugging in at outlets in homes
or businesses, transmitting data about power quality over the
cellular network, and clustering the data based on temporal
and spatial characteristics of power outages.

(e.g., where to dispatch repair trucks) as well as long-term
planning (e.g., where to add transformers) [66, 74]. Regu-
lators, who play an important role in enforcing national
reliability standards, can use these measurements to hold
utilities accountable for system performance [30, 65]. While
investors seek these measurements as a key input in decid-
ing to enter a market [2, 20, 50], the best publicly-available
measurements are typically only at the country scale [35, 78].
To begin to quantify this observation gap, we present

PowerWatch, a system that combines plug-in sensors and
an outage-detection algorithm to provide high-resolution,
utility-independent measurement of distribution grids. To
evaluate our system’s performance, we deployed 462 Pow-
erWatch sensors in Accra, Ghana, and collected grid perfor-
mance data for a period of 14 months. These measurements
are supporting the monitoring and evaluation of a $498 mil-
lion USD investment by the Millennium Challenge Corpo-
ration (MCC), a U.S. Government organization chartered
to invest in infrastructure to reduce poverty and encour-
age economic growth. We believe this work represents the
largest high-resolution examination of the lived electricity
environment for consumers in Sub-Saharan Africa.
Figure 1 shows the PowerWatch system architecture. A

PowerWatch sensor plugs into an electrical outlet in a home
or business, and periodically reports whether it has power,
the local voltage and frequency, the current time and re-
ported location, and other meta-data. We place multiple
PowerWatch sensors in a deployment “site” (typically the
homes under common grid infrastructure, e.g. a transformer)
and detect space-time clusters of power events in the data
stream. Such clusters, when present, suggest an outage or
restoration in the site covered by the sensors. Similarly, when
outages and restorations across sites form a cluster, this sug-
gests more widespread problems at a higher level of grid
infrastructure. Our design allows us to deploy PowerWatch
without utility involvement or approval–keeping the sam-
pling locations and resulting data streams independent from
utility influence–which is critical for PowerWatch’s role in
monitoring and evaluation functions [51].

Our central claim is that inexpensive plug-in sensors in-
stalled in end-users’ outlets can detect power outages and
restorations at each level of the distribution grid with better
granularity and fidelity than existing methods used in the re-
gion. We demonstrate that endpoint sensing—in households
and businesses—can capture significant grid events that are
currently unobserved, assessing the scale and scope of grid
performance issues while maintaining utility-independence.
Further, by taking measurements more frequently than the
typical 15-minute resolution of smart meters, our system
can capture important pre-outage and post-restoration grid
conditions that may inform additional outage measurements.

With no existing high-resolution electricity reliability data
for consumer end-points in Ghana, evaluating PowerWatch
directly against ground truth is unfeasible. We evaluate Pow-
erWatch in the absence of ground truth by: (1) examining
whether the sensor itself performs well enough in the field
to produce a meaningful data stream; (2) examining the de-
ployment’s ability to sense outages by finding spatial and
temporal patterns across multiple sensors that would be
unlikely to occur for reasons other than power outages or
restorations; and then (3) examining our coverage model by
demonstrating that the information contributed by each site
is often redundant, which suggests our deployment is suffi-
ciently dense to detect outages and estimate grid reliability.

In this work, we: (1) introduce a new sensing methodology
and data-collection system for taking utility-independent re-
liability measurements of all levels of an electricity grid (Sec-
tion 4.4); (2) deploy this system at scale in a developing, urban
environment and evaluate our ability to extract true outages
from the resulting data streams (Section 6.1); (3) show that a
sparse deployment of end-point sensors can detect medium-
and high-voltage outages as accurately as the utility and
can measure performance at all levels of the grid, provid-
ing evidence that the utility may be under-sensing power
problems within the low-voltage system (Section 6.2); and
(4) present the largest existing high-resolution, open-source
dataset on the experience of electricity consumers in a low-
or middle-income country, enabling regulators, researchers,
and ratepayers to take data-driven steps toward improving
reliability (github.com/lab11/powerwatch-ipsn2021).

2 RELATEDWORK
Related work encompasses research related both to monitor-
ing electric grid reliability and to deploying sensor systems
at scale in uncontrolled environments.

2.1 Monitoring Grid Reliability
Smart meters have existed commercially for decades, but
global adoption has been slowing. Utilities in low- andmiddle-
income countries (LMICs) have been particularly slow adopters
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(estimated at 5% in Africa and the Middle East by 2020 [60]),
citing high costs, procurement delays, and difficult integra-
tion with existing systems [36]. Instead, many utilities have
deployed less-expensive pre-paid meters, which activate only
when a customer purchases credit (reducing the need for
meter readers). While pre-paid meters do not communicate
with the utility [16], large recent pre-paid meter purchases
in LMICs still decrease the likelihood of rapid smart-meter
adoption in the near future [57].

2.1.1 Sensing the Grid. The distribution grid has many mea-
surement points beyond the high-voltage transmission level,
creating challenges for metering at scale. Some prior works
address this problem with innovations around new sensor
front-ends better able to scale, including sparsely deployed
micro-synchrophasors [63, 73], circuit and load-level me-
ters [11, 15, 22], and mobile-phone-based side-channels [45,
62]. Other techniques leverage large, lower-resolution data
sets, including satellite nightlight imagery and internet out-
ages, to expose basic measurements for grid stability [32, 54,
58, 64]. While our work does innovate at the sensor front-
end–creating a new but relatively simple sensor–we pri-
marily leverage our deployment methodology and back-end
analysis for measurement power. We have previously pub-
lished on our deployment methodology, lessons learned from
deploying sensors at scale, and the meta-systems necessary
to handle large deployments [44]. In this work, we evalu-
ate the ability of our deployment methodology and analysis
techniques to observe the grid.

2.1.2 Resolution of Metering. Micro-synchrophasors sam-
ple voltage magnitude and phase angle for each channel and
transmit this information at 120 Hz. They require a GPS fix to
achieve sufficient time resolution to perform analysis across
a deployment [73]. The resulting large data stream, which
is sent to the cloud for analysis without sub-sampling, has
required innovations in time series databases to ingest and
process [8]. Smart meters average and transmit consump-
tion, voltage, and frequency data in relatively infrequent
(e.g., 15 minute) reports [76]. PowerWatch performs peri-
odic (2 minute) high-frequency sampling to calculate grid
voltage and frequency, and transmits these measurements,
along with other data including the number of active WiFi
networks and accelerometer readings. Subsequent versions
of the PowerWatch sensor more precisely record the time of
power state changes using interrupts. By reducing transmis-
sion rates compared to micro-synchrophasors, we lower cost
and complexity of measurements while retaining the ability
to detect power outages and report on voltage quality.

2.1.3 Analytics on Energy Meter Data Streams. A variety
of applications require extracting deeper insights from en-
ergy meters. Application classes include modeling consumer

demand [37], load disaggregation [75], and state estima-
tion [55, 63]. Meta-papers on systems tuned to process the
larger data streams from smart meters take different ap-
proaches, introducingmeter-specific cloud architectures [47],
clustering techniques [29], and databases [8]. Our deploy-
ment benefits from lower data rates than those requiring
specialized time series methods [8] and from the maturity
of cloud-based tools like Apache Spark [80] that provide
support for our data processing methods.

2.2 Large Sensor Deployments
Evaluations of large-scale sensor networks deployed in the
wild discuss challenges related to reliability, networking,
node placement, security, and filtering noise introduced by
leaving the lab [14, 17, 21, 23, 40, 48, 72]. We evaluate our
system against similar considerations, particularly reliability,
node placement, and filtering noise from our data stream.

PowerWatch is not the first deployment that lacks ground
truth. Techniques to overcome this deficiency include meth-
ods that give confidence that a sample is representative [43]
and unsupervised learning techniques that extract patterns.
Both methods are common in Earth Science, where, like the
grid, large-scale phenomena such as forest growth [18] or
ocean eddy tracking [28] cannot be directly verified.
Dawson-Haggerty et al. explore the reliability of a long-

running deployment of 455 plug-load meters similar in de-
sign to PowerWatch [21]. However, their focus is on ob-
serving appliances and benchmarking the performance of a
low-power wireless mesh network, while ours is in detecting
power problems across nodes connected to shared electrical
infrastructure and reporting through cellular networks.
Buevich et al. developed and deployed 52 meters on a

microgrid in rural Haiti [14]. Their system was installed at
the service connection, requiring tight coordination with the
electric utility. Much of their work describes the networking
difficulties faced in rural environments where a network
backhaul is not guaranteed. While PowerWatch explores
a utility-independent grid monitoring solution, Beuvich’s
discussion of a rural deployment methodology would inform
future, more rural PowerWatch deployments.

3 ELECTRICITY CONTEXT IN GHANA
Ghana is a West African country with a population of 30.8
million and a per-capita GDP of US$2,266 in 2020 [31]. The
grid has roughly 4,740,000 connections and experiences a
peak load of 2,881MW, a supply capacity of 4,695MW, and
an estimated 24.7% distribution loss rate as of 2019 [26].
The Electricity Company of Ghana (ECG) is the distribution
utility in Ghana’s capital city of Accra [3]. It is important to
consider both the electrical and social constraints in Accra
to contextualize the PowerWatch system design.
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Figure 2: PowerWatch Deployment Area. Sensors are
deployed in three of 26 districts in Accra. The deployment
covers an area of approximately 130 square kilometers.

3.1 History of Poor Electricity Reliability
Electricity has the potential to provide substantial social and
economic benefits [13, 39, 49]. In Ghana, however, the grid
at times falls short of providing these promised benefits, re-
sulting in customer frustrations that have culminated in civil
unrest [6, 7]. From 2013 until 2015, the country experienced
drastic electricity shortages, resulting in outages of six to
24 hours during 159 days of 2015. This period is known as
“Dumsor,” a Twi word meaning “off-on.” While Dumsor has
been largely mitigated with the introduction of new gen-
eration capacity [19], Ghana still reports longer and more
frequent outages than countries with similar GDPs [53].

Partially in response to the Dumsor crisis, the country re-
cently embarked on significant reforms to the entire electric
grid, including adding new generation capacity, expanding
the transmission network, and re-configuring the distribu-
tion network. These efforts have multiple goals, including
cutting operational costs, reducing transmission and distribu-
tion losses, increasing affordable access to grid connections,
and improving reliability. The country’s current work to im-
prove grid reliability motivated our selection of Ghana as
the deployment venue for PowerWatch [50].

3.2 Ground Truth is Not Available
To improve reliability, it is important to measure it [1, 2]. To
understand how well infrastructure investments improve re-
liability, it is important to have baseline measurements [50].

In Accra, however, high-resolution measurements are lim-
ited. The highest spatial- and temporal-resolution measure-
ments come from the ECG SCADA system. This system cov-
ers only high-voltage transmission lines and some portion
of the medium-voltage distribution network [56].
Measurements of low-voltage outages come primarily

from customer calls. Analysis of data collected from the
national call center suggests this data stream is sparse and

noisy: dips in reporting occur during the day when people
are at work and few reports occur during the night when
people are asleep. While some of these patterns may reflect
an underlying reality (a grid may fail more often when it is
operating at capacity, which is more likely in the middle of
the day [41]), customer-call data is still likely under-sampling
outages, particularly in the context where frequent outages
and slow repair response times may reduce a willingness to
report.

To improvemonitoring, ECGhas recently started to deploy
smart meters, but economic and social challenges create
barriers to achieving broad smart-meter coverage in the short
term [5, 10, 52]. ECG recently completed a much larger effort
to install pre-paid meters, but these meters do not collect or
communicate power quality measurements [25, 61].

3.3 Value of Independent Measurements
An independent audit of reliability is often desirable to regu-
lators and investors. Utilities often have incentives to report
strong reliability metrics. Therefore, even if ECG were to
deploy a wide-scale roll-out of advanced metering infras-
tructure, PowerWatch’s ability to provide independent data
provides value. This independence, alongwith PowerWatch’s
low-voltage monitoring capacity, contributed to MCC and
their local implementing partner, the Millennium Develop-
ment Agency (MiDA), choosing to use PowerWatch as a
primary source of data for their monitoring and evaluation
efforts [51].

4 POWERWATCH SYSTEM
PowerWatch consists of plug-in sensors that take a set of rel-
atively simple measurements—primarily measuring whether
the sensor is powered—and an outage-detection algorithm
that combines and analyzes the sensors’ measurements to
form meaningful insights about the performance of the elec-
tric grid. In this section, we discuss the performance metrics
used to evaluate the grid, the system requirements to collect
those metrics, and the system that meets those requirements.

4.1 Key Estimate Informed by PowerWatch
Electric utilities commonly quantify grid reliability by cal-
culating the system average interruption duration index
(SAIDI) and the system average interruption frequency index
(SAIFI), defined in Equation (1) and Equation (2) [1]. These
metrics are calculated for a unit of time (often monthly) with
the number of electricity meters served in an area often used
for the number of consumers [9].

𝑆𝐴𝐼𝐷𝐼 =
Total duration of sustained interruptions
Total number of consumers impacted

(1)

𝑆𝐴𝐼𝐹𝐼 =
Total number of sustained interruptions
Total number of consumers impacted

(2)
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(a) PowerWatch
PCB.

(b) PowerWatch
sensors. (c) Installation.

Figure 3: PowerWatch as deployed. (a) PowerWatch PCB
with cellular radio, SD card, and sensing circuits. (b) Assem-
bled PowerWatch sensors with QR code scanned at instal-
lation to associate the sensor with a participant. (c) A field
officer installs a PowerWatch sensor at a household outlet.

Accurately calculating SAIDI and SAIFI requires informa-
tion about the grid’s performance (the numerator) and un-
derlying electrical configuration and customer make-up (the
denominator). PowerWatch improves the estimate of the nu-
merator; improving the accuracy of the denominator remains
future work. In Ghana, the denominator cannot be easily
determined due to a lack of accurate grid-infrastructure and
customer maps. These information gaps are not uncommon,
and many projects are ongoing around the world to map
infrastructure and customers to improve the operation of
utilities and the reporting of reliability metrics [27, 32, 69].

To quantify grid performance without estimating the num-
ber of customers impacted by a sensed outage, we define two
new indices: Subsampled SAIDI (S-SAIDI) and Subsampled
SAIFI (S-SAIFI) as Equation (3) and Equation (4).

S-SAIDI =
Total duration of sustained interruptions in subsample

Total size of subsample
(3)

S-SAIFI =
Total number of sustained interruptions in subsample

Total size of subsample
(4)

We note that as the size of the subsample increases and
becomes more proportionate to population density, S-SAIDI
and S-SAIFI approach SAIDI and SAIFI.

4.2 System Requirements
The high-level goals of PowerWatch are to measure S-SAIDI,
S-SAIFI, and other grid-health indicators, while maintaining
independence from the utility. These high-level requirements
inform the following design decisions.

4.2.1 Deployment. To maintain independence from the util-
ity (see Section 3.3), we cannot rely on the utility to attach
sensors to their infrastructure; doing so could introduce sam-
pling bias if the utility makes only some infrastructure avail-
able [51]. Instead, we design our sensors to be deployed and
debugged by non-experts, allowing us to install sensors at
consumer locations we select.

4.2.2 Sensing. PowerWatch sensors must detect the loss of
power to calculate S-SAIFI and must additionally detect the
restoration of power to calculate S-SAIDI. To accurately cap-
ture power restorations, the sensor should be able to keep
time while not receiving power from the grid. For all times-
tamps, the sensor should maintain temporal resolution in
seconds. We assume that this is sufficiently fast to observe
grid behavior (outages impact the grid on the order of min-
utes [79]). Sensors should also report their location within
tens of meters to allow PowerWatch to estimate the extent
of an outage without relying on maps of underlying grid
infrastructure. Finally, PowerWatch sensors must detect grid
voltage and frequency, features requested by stakeholders.

4.2.3 Communication. Because PowerWatch sensors will
not necessarily be collected at the end of the deployment, and
the data they collect may be used in real-time in the future,
the sensor should have a reliable wide area network con-
nection, with capacity measured in the low megabytes per
month. This connection is used to collect data, to track sys-
tem health parameters, and to perform over-the-air firmware
updates. Short network outages are tolerable because data
can be stored locally and sent when the network returns.

4.3 Sensing Methodology
To maintain independence from the utility (Section 3.3), we
deploy PowerWatch sensors in households and businesses.
We deploy sensors with the goal that all sensors in a site are
served by the same transformer. This is difficult to ensure
due to the high density of the grid in Accra.

While the deployment in customer homes and businesses
introduces significant noise—participants unplug sensors,
individual prepaid meters run out of credit, and generators
artificially restore power—we hypothesize that, with careful
filtering, we can extract patterns from our data that give
us confidence that a sensor is part of a true outage and is
roughly measuring both the spatial extent of the outage and
the grid voltage level at which the outage occurred.

Specifically, we look for spatially- and temporally-related
changes in power state across two or more sensors to classify
an event as an outage, and we deploy three sensors at each
site so outages can still be detected if a single sensor fails. By
requiring a space-time cluster before classifying an outage,
we filter out noise created by placing sensors with end-users.
However, by not considering single-sensor reports as true
outages, we reject small outages that only affect one sensor.
To determine where in the grid hierarchy an outage oc-

curred, we measure the number of sensors that observe an
outage. Given a cluster of only two or three sensors, the
point of failure is most likely on low-voltage infrastructure.
Given an outage spanning multiple deployment sites, the
point of failure is likely in a higher tier of the grid.
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4.4 Architecture
The PowerWatch architecture, shown in Figure 1, consists
of: (1) an outage-detection sensor that is deployed in utility
customer homes and businesses, (2) a cellular network link
to the cloud, and (3) cloud-based data analytics that cluster
reports from multiple sensors into outages. Field staff help
with deployment and management.

4.4.1 Sensor. The PowerWatch sensor, shown in Figure 3,
plugs into an outlet and reports the state of the grid over a
cellular backhaul through a Particle Electron modem [59].
We selected a cellular backhaul before entering the field given
the relatively high percentage of mobile phone users in Accra.
Residents have an average of 1.37 mobile subscriptions and
90.0% own a mobile phone [33, 71].
Every two minutes, the sensor takes a high-frequency

sample of the voltage waveform at the outlet to calculate
grid RMS voltage and frequency. It also records other sig-
nals including GPS location and time, cellular quality, and
number of nearby WiFi signals (for evaluation as a potential
side-channel). Newer sensor versions interrupt on power-
state change and record the timestamp (from an RTC) and
acceleration (to help filter out user-unplug events). These
measurements are stored locally on an SD card and trans-
mitted to the cloud when a cellular connection is available.
The sensor contains a 2000mAh battery, which can run the
sensor for several days, longer than most outages in Accra.

The two-minute sampling interval was chosen as a trade-
off between data resolution and communication costs. We
note that it is higher than the 15-minute sampling rate used
by most smart meters, which are considered state-of-the-art
in calculating SAIDI and SAIFI. Additionally, for the sensors
containing outage timestamping functionality, the sensor
can report outages with second-level precision and of less
than one minute duration, sufficient for detecting the IEEE’s
definition of a sustained interruption [1].

The PowerWatch sensor was originally optimized for reli-
ability and ease of manufacturing at small quantities, rather
than cost, and was made available to funding agencies for
US$187 per unit. The largest contributors to this cost were
the populated PCB with power supply, GPS, and sensing
circuitry ($87), the Particle Electron ($38), the enclosure
($20), and assembly ($10). Unoptimized communication and
cloud infrastructure currently costs $8 per sensor per month.
Newer sensor designs, which maintain the same or greater
functionality, are projected to cost $30-$40 and optimized
communication and cloud costs should be less than $1 per
sensor per month.

4.4.2 Deployment. Our deploymentmethodology is described
elsewhere in greater detail [44] and is presented here only
briefly to inform our discussion of system performance.

Figure 4: Time range of testbed outages. A testbed of
sensors and programmable outlets generated two hundred
outages of various sizes in a controlled setting. We observed
the precision of outage timestamping, noting that for any
given outage sensors may report that the same outage oc-
curred up to 100 s apart. This allows us to parameterize clus-
tering algorithms used to detect outages in the field. Newer
firmware reduces temporal variance to less than 10 s.

Accra is segmented into 26 districts; we deployed in three,
shown in Figure 2. We chose our deployment sites based
on the anticipated locations of new transformers, provided
by the utility [52], to allow our data to be used in a formal
impact evaluation being done by our collaborators.

PowerWatch sensors are deployed by a staff of 15 tempo-
rary local employees (called field officers) and maintained
by a staff of four full-time local employees. The field officers
screen the occupants of potential sensor locations (called
participants) to ensure their home or business is connected
to and using the grid. After being informed about the collec-
tion, storage, and use of data, participants provide consent
to our collection of their personal data and data from Power-
Watch. All participant interactions are approved by our IRB
protocol. After a participant consents, the field officer uses
SurveyCTO [4] to collect information about the participant,
the deployment location, and the sensor being deployed.

Field officers plug in the sensor at the participant’s home or
business or, more recently due to COVID-19, instruct partici-
pants to plug the sensor into an available outlet. Participants
are provided a power strip to ensure they do not need to
sacrifice an outlet, and they are automatically transferred
5 GHC (around US$1) of airtime monthly as an incentive to
keep the sensor installed and to offset any electricity costs
incurred by participating.

Deployment costs were $100,000 for just over one year of
operation, including fieldwork for deployment and mainte-
nance, a full-time project manager, and participant incentives.
To reduce participant-incentive and maintenance costs, we
plan to pilot an app that shows participants reliability in-
formation (e.g., alert them when there is an outage at their
home) as an incentive to (continue to) participate and keep
their sensors plugged into the grid.
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Figure 5: Number of sensors reporting throughout the deployment. Failures are either user unplugs (sensed by the
accelerometer), sensors dying due to unsensed unplugs (such as those that occur when the wall switch is flipped), or unknown
failures (which are likely also due to participants unplugging or turning off the sensors, as we observe no hardware or long-term
software failure in collected sensors). Initial deployments occurred in June 2018, with some sensors retrieved in December
2018, and additional sensors were deployed in February and April 2019. Field staff actively attempted to maintain reliability
from April to June 2019, greatly reducing the rate of sensor failure. Even without field staff support, the rate of failure lessens
over time, demonstrating that our deployment methodology is sustainable if properly over-provisioned.

4.4.3 Cloud. The core of the PowerWatch cloud receives
data from PowerWatch sensors and stores that data in a Post-
greSQL/TimescaleDB database [70]. Data is then joined with
deployment metadata for further analysis. Data is not deleted
from the sensor until the sensor receives confirmation the
data was stored in the database.

Additional cloud services supporting PowerWatch include
dashboards to monitor the deployment and inform field offi-
cers of non-functioning sensors, systems to transfer incen-
tives to participants, and visualizations of outage data.

4.4.4 Outage Clustering. As discussed in Section 4.3, outage
reports from multiple sensors are combined to ensure the
validity of an outage. We consider two co-reporting sensors
sufficient to indicate an outage. To perform this clustering
we use STDBSCAN [12], which clusters outage reports into
density-based clusters in both time and space.

STDBSCAN requires parameters to specify the minimum
number of points within a density-based cluster and the
maximum distance between points in both time and space.
To select the time parameter for STDBSCAN, we created

a testbed to generate artificial outages of various sizes and
observe the time distribution of outage reports in this con-
trolled setting. The testbed consists of three programmable
outlets, with 2, 8, and 30 sensors connected to each outlet re-
spectively. Because sensors are connected to the same outlet,
we can ensure they experience an artificial outage at the same
time. Testbed sensors are programmed with the firmware
version that contains the least precise outage timestamping.

The resulting times from this experiment are shown in
Figure 4. In 200 artificial outages, all sensors set up to experi-
ence an outage successfully reported that an outage occurred.
For a given outage, the time range of the outage reports var-
ied up to 100 s (that is, a sensor reported that the outage

occurred not more than 100 s after it actually occurred). We
therefore conservatively use 100 s as the time parameter for
STDBSCAN, allowing the algorithm to cluster two sensors
with a reporting-time discrepancy of up to 100 s. We find
that data from more recent versions of the sensor report all
outages within 4 s of one another, which will allow us to
further reduce the clustering time parameter.
To derive the spatial parameter for STDBSCAN, we ex-

plored the spatial distribution of sensors within our deploy-
ment. We observed that adjacent sites would likely, but not
necessarily, experience an outage at the same time [7, 79].
Therefore, for all sites we calculate the maximum distance
between any site and its second nearest site. Doing this—and
excluding outliers whose second nearest site is beyond 3x
the inter-quartile range of the distribution—yields a spatial
clustering parameter of 2.4 km.

5 DEPLOYMENT PERFORMANCE
Our evaluation of PowerWatch spans two dimensions: the
performance of the system; and the ability of our sensors, de-
ployment methodology, and outage-detection algorithms to
measure S-SAIFI and S-SAIDI. In this section, we evaluate the
performance of the sensors by examining the sensor uptime,
packet reception rate, and spatial and temporal accuracy
of the sensors and the deployment. The sensor instrument
performed as designed, staying alive and precise over long
periods of time in a challenging environment.

Uptime.Uptime across the PowerWatch deployment is shown
in Figure 5. We measure average uptime across the deploy-
ment to be 73.6 % with suspected unplug failures occurring
2.3 % of the time, suspected sensor switch-offs occurring 5.2 %
of the time, and unknown failures occurring the remaining
18.9 % of the time. Further, we find that at least two sensors
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Figure 6: Packet ReceptionRate (PRR). PRR is calculated
by comparing each sensor’s expected reporting interval and
sequence numbers with data received. Jumps in sequence
number, or periods sensors did not report when expected,
indicate a transmission failure due to lack of cellular connec-
tion or bugs in the firmware. Sensors are not included after
permanent failure, and PRR is increased by local queuing.

(the minimum number for our outage detection algorithm to
detect an outage localized at that site) are reporting per-site
on 85.3 % of site-days.
While we would like to collect more information about

the causes of unknown failures, we note that when our field
team calls participants and asks them to re-plug-in their
sensors, such as in May 2019, the sensor reporting rate in-
creases significantly. This, along with the fact that we find
all re-collected sensors to be functional when operated in
a controlled setting, leads us to believe that most unknown
failures are due to participant behavior.

Packet Reception Rate. To measure the quality of the cel-
lular backhaul we calculate the per-sensor packet reception
rate (PRR) based on packet sequence numbers and their ex-
pected reporting interval, excluding sensors if they perma-
nently fail. We see a mean PRR of 97.4 %, and that 95 % of
sensors have a PRR over 95 %.

GPS Performance Indoors. Because our sensors are de-
ployed indoors, reception is a concern. The rate of GPS fix
is low, with 44% of reports containing a GPS fix sufficient
to get GPS time and 42.9 % of reports containing a GPS fix
sufficient for localization. Because the sensors are stationary,
infrequent fixes are acceptable, especially when paired with
a GPS point taken with a tablet at the time of deployment.
78.0 % of sensors get a valid GPS fix at some point during
their deployment. The wide variance in the time for each
sensor to acquire its first GPS fix is shown in Figure 7. We
conclude that while GPS is moderately successful indoors, it
should not be depended on to be quick or universally present.

Spatial Resolution. The location of a sensor is collected
both at deployment by the field team and during the de-
ployment by the sensor’s on-board GPS. As discussed above,
78.0 % of sensors get a valid GPS fix at some point during

Figure 7: Time to acquire first successful GPS fix. Note
CDF axis stops at 0.8. From 462 sensor deployments, over
17% achieve a fix within the first hour after their deployment
began, and over 29% within the first day. Over 65% achieve a
fix within 30 days. The remaining 11% that achieve a fix are
spread over 300 additional days. In 23.2% of the deployments
the sensors never achieved a GPS fix.

their deployment, which is used to verify and correct loca-
tions collected by the field team. All locations are collected
to 10m accuracy.

Temporal Resolution. In the experimental setup for Fig-
ure 4, we show that we detect 100 % of our more than 100
simulated outages of various sizes while using the first gen-
eration of our sensor, which had the least precise outage
timestamping ability of our sensors (no RTC). To measure
the accuracy of our timestamping in the wild, we compare
the reported timestamp to the GPS timestamp reported when
a GPS fix is acquired, true for 44.0 % of sensor reports. We
find that over 99 % of timestamps are within 10 s of GPS time
and over 99.9 % are within 60 s of GPS time.

6 APPLICATION PERFORMANCE
Between June 2018 and September 2019, PowerWatch de-
tected 3,123 outages ranging from large outages that stem
from high- and medium-voltage faults upstream of the con-
sumer, to small outages stemming from failures in the low-
voltage network near the consumer. The full set of outages
are shown in Figure 8.
We further examine the performance of PowerWatch by

considering both the methods used for extracting outages
from a noisy datastream of outage reports, and the suitability
of our sample for estimating S-SAIFI and S-SAIDI.

6.1 Extracting Outages
PowerWatch extracts outages from aggregated single-sensor
reports by finding space-time clusters. Evaluating this tech-
nique would be a comparatively simple task with the pres-
ence of ground truth measurements; however, only limited
ground truth exists from the utility at the high- and medium-
voltage levels, and nearly no usable ground truth exists at
the low-voltage levels (see Section 3).
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Figure 8: All outages PowerWatch detected from June 2018 to September 2019. The outages are visualized on a timeline
where the y axis shows the size of the outage (as the number of sensors impacted) on a log scale. Small perturbations are added
to the location of the lines to make it easier to distinguish outages of the same size. PowerWatch detected 3,123 outages with
an average duration of 1.7 hours. The longest outage lasted over 48 hours. The largest outage impacted nearly an 80 km2 area,
representing two-thirds of our deployed sensors.

The limited data that do exist—SCADA data for high- and
medium-voltage outages, and customer calls and truck logs
for medium- and low-voltage outages—are either not made
available to our team or do not contain precise-enough space
and time information to validate individual outage events.
Therefore, our evaluation augments the limited ground-

truth data that we do have with evaluations of the spatial-
temporal relationships between sensor reports that wewould
only expect to see in true outages.

6.1.1 Initial Checks. We first search for anecdotal confirma-
tion that outages similar to those sensed are occurring in
Accra. Large outages are sometimes reported in the news
and can be detected by PowerWatch (shown in Figure 9)[34].
Additionally, while the utility-reported repair logs are

not precise enough to validate individual outages, we can
compare their relative number to the outages sensed by Pow-
erWatch. The repair logs we obtained indicate 1,449 repairs
in just over five months in one district, while in that same
time and district PowerWatch detected 575 outages. While
PowerWatch detected fewer outages, this is as expected be-
cause PowerWatch is only covering part of the grid. When
linearly extrapolating our coverage to the entire district we
predict PowerWatch would have detected 1,801 outages in
that period, similar to the number recorded in the logs.

6.1.2 Temporal Patterns within Sensor Reports. When there
is a power failure, the entire downstream network rapidly de-
energizes and should trigger individual PowerWatch sensor
outage reports that are very close to one another in time.
Conversely, we expect false positive outage reports that are
caused by participants unplugging a sensor or by prepaid
meters expiring to be relatively randomly distributed in time.
The transition between these two temporal groupings should
occur around the maximum time cluster of sensors reporting
a true outage, about 100 s, as explored in Figure 4.

Figure 9: A power outage event ("dumsor") reported by
GhanaWeb, a popular news source, to have occurred “around
21:00” on March 14 is perfectly captured by PowerWatch
sensors and clustering algorithms [34].

To test this hypothesis we consider the CDF of the time
between an outage report and its next closest outage report,
shown in Figure 10. In line with expectations, we see a bi-
modal distribution of inter-sensor outage reporting times,
with a transition between these two modes occuring around
100 s. This supports our hypothesis that true outages are
distinguishable in the time domain.

6.1.3 Spatial Patterns within Sensor Reports. We would ex-
pect most true outages to be spatially dense, as the spatial dis-
tribution of outages (especially small outages) is contiguous.
Further, we would not expect to see many powered sensors
within the extent of a detected outage, although some are
possible due to generators and concave grid structures.
To test whether these properties are true in the Power-

Watch dataset, we evaluate the number of powered sensors
within the convex hull of the detected outages in Table 1.
We find that for all sizes of outages the number of powered
sensors within the convex hull is low, with not more than
two powered sensors within the convex hull of any outage.
The lack of powered sensors within the convex hull indicates
that PowerWatch is sensing true outages.
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Figure 10: Distribution of times between individual
sensor unplug reports. Over 40 % of sensor unplugs occur
within 100 seconds (102) of another unplug report. Addi-
tionally, the flat section in the middle of the graph indicates
that sensor unplug reports occur largely in two modes: those
highly correlated in time with other unplug events, and those
occurring much more randomly in time. We believe the tem-
poral correlation is due to outages, and that the presence of
this correlation can be used to separate true unplug events
from those not caused by grid failure.

6.1.4 Other Corroborating Signals. To further confirm that
the outages extracted by our clustering algorithm are true
outages, we examine other signals collected by PowerWatch
for signs that an outage occurred. In Figure 11 we analyze the
voltage, frequency, and number of WiFi networks detected
by sensors near an outage and by sensors not near, and thus
not impacted by, the outage.

In sensors near small outage events we see a distinct rise
in voltage after an outage and a distinct drop in voltage at the
time of restoration. In larger outages we see similar effects
impacting the entire network of sensors, and also an increase
in frequency throughout the entire network right after an
outage occurs. These shifts in voltage and frequency are in
line with expectations when a sudden change in electric load,
such as an outage, occurs. For both large and small outages
we see a drop in the number of WiFi networks at the time of
an outage and an increase in the number of WiFi networks
at the time of a restoration, consistent with the loss of power
to nearby WiFi access points.

6.1.5 Outage Extraction Summary. While we do not have
ground truth to tell us the exact accuracy of our outage de-
tection algorithms, the presence of both spatial and temporal
relationships between reports collected by individual sen-
sors in the field and the presence of expected voltage and
frequency changes near an outage are most easily explained
by a failure of the grid. Using the presence of these relation-
ships to bolster the assumption that outage events detected
by PowerWatch are true outages, we move forward to evalu-
ate the ability of PowerWatch to sample the grid sufficiently
to estimate S-SAIFI and S-SAIDI.

Number of powered sensors
within convex hull of an outage

Outage Size Mean Mean % Max Max %
3-10 Sensor Outages 0.03 0.33 % 2 20 %
10-30 Sensor Outages 0.09 0.51 % 2 11.76 %
30+ Sensor Outages 0.31 0.60 % 2 4.65 %

Table 1: Number of powered sensorswithin the convex
hull of an outage. We see that across all sizes of outages
very few powered sensors–at most 2–fall within the convex
hull of a detected outage. This gives confidence that outages
detected by PowerWatch are true outages as we would not
expect sensors within an outage area to be powered beyond
anomalies such as the presence of a generator or concave grid
shapes where separately-powered infrastructure encroach
into the convex hull of an outage.

6.2 Sampling Evaluation
An optimal sampling strategy would place sensors such that
they capture a representative view of the grid. Unfortunately,
this cannot be achieved easily in Accra, as there are few avail-
able high-resolution observations of the grid’s performance
and the available infrastructure maps are incomplete. There-
fore, we evaluate our deployment methodology post-hoc, at-
tempting to answer the following two questions: (1) whether
we have deployed enough sensors to correctly detect and cap-
ture the extent of most high- and medium-voltage outages,
and (2) whether we have deployed a sufficient subsample to
trust our S-SAIDI and S-SAIFI calculations.
To answer these questions, we first compare our S-SAIFI

measurements against the best measurement of SAIFI, gath-
ered by the ECG SCADA system, and then use both numeri-
cal and statistical methods to evaluate the predictive power
of our subsample for estimating S-SAIDI.

6.2.1 Comparing Against Ground Truth. We compare S-SAIFI
against the SAIFI reported by the Electric Company of Ghana
(ECG) in Q3 2018, the only SAIFI information we were able
to collect at the time of submission. The ECG report includes
few low-voltage outages because there is no low-voltage
automated monitoring. Some medium-voltage feeders are
also not monitored by ECG’s SCADA system. ECG reports
are aggregated by district, allowing us to directly compare
with the one district we had instrumented at the time of this
analysis. Finally, ECG’s calculation of SAIFI depends on their
knowledge of customer service connections in each district,
but this data is not available to us.
To compare against the ECG Q3 report, in Figure 12 we

compare the district-wide ECG-measured SAIFI to S-SAIFI
measured by PowerWatch. The measurement is split into
contributions from small clusters of fewer than ten sensors
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Figure 11: Voltage, frequency, and number of WiFi networks before and after an outage. We time-align and average
the voltage, frequency, and number of WiFi networks observed by PowerWatch sensors during small (clusters of 3 sensors)
and large (clusters of 40 sensors) power outages and restorations. Sensors are “near” an outage if they are in the same site as a
sensor in the outage. Voltage and frequency are not measured for sensors experiencing an outage. As cluster size increases,
we observe that sensors not near an outage detect changes in frequency and voltage in response to the change in demand
associated with an outage or restoration event. The change in number of nearby WiFi signals is similar–decreasing on outage
and increasing on restoration. Together these signals corroborate that outages detected by PowerWatch are true outages.

and clusters of more than ten sensors. We expect the large
cluster sizes to correlate with high- and medium-voltage
outages included in the ECG report, and the small cluster
sizes to correlate with low-voltage outages.
When PowerWatch’s S-SAIFI is calculated for larger out-

ages, we see that it closely matches the SAIFI reported by
ECG. We also observe that PowerWatch detects a substantial
number of smaller outages that are not detected by ECG. This
data suggests ECG is under-sampling the grid and under-
reporting smaller outages that affect customers.

6.2.2 Combinatoric Method for Evaluating Coverage. While
agreement with ECG’s SAIFI figures increase confidence in
our sampling methodology, we further explore the power of
our sample with statistical and numerical methods. We begin
by verifying that our deployment can cover a significant
portion of the high- and medium-voltage grid.
We do not have accurate maps of the infrastructure in

our deployment areas, but we do have the relative counts
of infrastructure elements at each level of the grid. This
provides sufficient information to construct a simple model
that estimates the likelihood that our deployment would
observe any given high- or medium-voltage failure.
To create this model, we assume: (1) within each district,

transformers are evenly distributed between substations, and
(2) for every site, each transformer not yet instrumented has
an equal chance of being chosen.We then frame the coverage
question as an urn problem that yields the likelihood we
have chosen at least one site from each substation (high

Figure 12: Comparison of PowerWatch S-SAIFI to the
utility (ECG) reported SAIFI in quarter 3 of 2018. We
see that our large outage clusters closely compare to the
combined medium- and high-voltage SAIFI reported by ECG,
while low-voltage outages (small outage clusters) sensed by
PowerWatch greatly exceed low-voltage SAIFI reported by
ECG. This shows evidence of the extent of under-sampling
by the utility at the low-voltage level of the grid.

voltage) and/or feeder (medium voltage) after selecting 𝑥

sites, without replacement, in a given district.
The probability that our site excludes one or more substa-

tions is 1 − 𝑃 (𝑆1 ∪ 𝑆2 ∪ · · · ∪ 𝑆𝑛), where 𝑆𝑥 represents the
proposition that the sample includes the 𝑥𝑡ℎ site and 𝑆𝑥 , that
the sample excludes that site. Since the union of 𝑛 proposi-
tions can be expressed as a sum of their intersections [38],
we can write:

𝑃 (
𝑛⋃
𝑖=1

𝐴𝑖 ) = 𝑋1 − 𝑋2 + 𝑋3 − ... + (−1)𝑛+1𝑋𝑛 ,

where𝑋𝑘 , in our case, is the sum, taken over all combinations
of precisely 𝑘 substations, of the probabilities that all those 𝑘
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Figure 13: Coverage dropout study from June to Au-
gust 2019. To evaluate the outage detection coverage of
PowerWatch, we perform a dropout study, removing sites
from our dataset and observing the impact of those removals.
Specifically, we look at the number of “additional sensors”
that had been part of an outage cluster prior to the dropout,
but which were no longer after a site was dropped. Intu-
itively, if removing a site causes many outages to either not
be formed or shrink significantly in size, that indicates that
the site is necessary to detect the correct extent of an out-
age and that we may be undersampling. During this time
period, with no sites removed, there are 1,383 reports from
sensors involved in outages of size ≤ 3; 1,030 reports from
sensors involved in outages of size > 3 and ≤ 10; and 3,969
reports from sensors involved in outages of size > 10. We
observe that for outages containing more than three sensors,
nearly 20 sites can be removed from our dataset before we
start missing reports from additional sensors. This indicates
we have deployed sufficient sensors to detect medium- and
high-voltage outages, but, as expected, we do not have a high
degree of coverage on the low-voltage network and must
rely on sampling to estimate its reliability.

substations were excluded from the sample. Since we assume
that each substation has the same number of sites beneath it
and that sites are IID, this collapses to:(
𝑛
1
)
𝑃 (𝑆1) −

(
𝑛
2
)
𝑃 (𝑆1 ∩ 𝑆2) + · · · + (−1)𝑛+1

(
𝑛
𝑛

)
𝑃 (𝑆1 ∩ · · · ∩ 𝑆𝑛),

where 𝑃 (𝑆𝑛) =
(transformers

𝑥

)−1 ( transformers
substations ×(substations−𝑛)

𝑥

)
.

We find that of the many ways to choose 85 sites in Achi-
mota (

(461
85
)
≃ 2.4 × 1094), Dansoman (

(157
38
)
≃ 4.0 × 1036), and

Kaneshie (
(343
28
)
≃ 1.0× 1041), in all three districts, fewer than

.01% excluded any substations, giving confidence that we
should observe all high-voltage outages. Substituting feeders
for substations in the equation above, we find that a random
draw of 85 sites in Achimota will include all medium-voltage
feeders with 44% probability.

6.2.3 Dropout Study for Evaluating Coverage. We verify our
coverage model from our data by observing that if there is
sufficient sensor coverage of a certain level of the grid, re-
moving a small number of sensors from our dataset should

Figure 14: Number of sensors reporting outages in a
densely instrumented site. To better understand the limits
of our low-voltage sampling we deploy 25 sensors in a single
site (under a single transformer) for two months and observe
the results. We see two groups of outages - larger outages,
which impact all or a significant portion of the site, and
smaller outages, which may be a single phase or smaller. The
larger outages comprise about 60% of the outages at this site,
while smaller outages make up about 40%. This suggests that
our primary deployment strategy of three sensors per site
detects many, but not all, low-voltage outages.

not significantly impact either the number or size of outages
detected at that level. We test this hypothesis by performing
a dropout study: removing sites from our dataset and observ-
ing the impact of the removals on the number and extent of
outages detected by PowerWatch.

When removing a site in this study, we expect one of three
outcomes: an outage may no longer be detected, the cluster
size may become smaller, or a larger outage may become par-
titioned into two or more smaller ones. In each case, without
sufficient coverage, we would expect that removing a single
site would cause an outage to shrink by more than just the
site dropped for the study, indicating that the removed site
played a non-redundant role in our coverage. We increas-
ingly remove sites, count the additionally-impacted sensors,
and show results in Figure 13.
We see that for all but the smallest outages, we must re-

move more than 20 sites before the removed sites are no
longer redundant, suggesting that we have sufficient cov-
erage to cluster high- and medium-voltage outages in our
deployment areas.
For small outages with three or fewer sensors, we see

signs of insufficient coverage immediately—as soon as a sin-
gle site is removed from our dataset, small outages that were
occurring outside of that site are no longer detected. This
is unsurprising since, as shown in Figure 14, outages com-
monly occur that only impact parts of a site. We know our
deployment is not dense enough to detect all low-voltage
outages; however, we can show it is sufficient for estimating
S-SAIDI and S-SAIFI.

6.2.4 Dropout Study for Evaluating S-SAIDI. To determine
whether our sample is large enough to capture the range of
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Figure 15: Calculated S-SAIDI ± one standard devia-
tion as sites are removed from the dataset between
June and August 2019. To evaluate whether PowerWatch
covers a sufficient sample of the grid to compute a repre-
sentative S-SAIDI, we remove sites from the dataset in 30
rounds and observe the effect on S-SAIDI. We see that as
sites are removed, standard deviation of S-SAIDI remains
relatively low, and the mean value of S-SAIDI drops slightly.

grid performance in Accra and estimate S-SAIDI, we conduct
a similar dropout study to Section 6.2.3. We perform thirty
rounds of dropout, randomly selecting sets of sites to remove
and observing the effect of each site removal on S-SAIDI.

Had the distribution of outage durations changed signifi-
cantly as we dropped out sites, we would have seen S-SAIDI
vary widely, suggesting that we may be over- or under-
sampling from parts of the grid with diffiernt interruption
experiences. However, as seen in Figure 15, that is not the
case. As we drop out sites, we see a downward trend in the
mean S-SAIDI, which reflects that the overall distribution
of outage durations is asymmetric, with a tail containing a
few long low-voltage outages; nevertheless, even as we drop
out 60+ sites, we do not see S-SAIDI deviate significantly
from our unaltered dataset (39 hours). This indicates that
the PowerWatch deployment adequately sampled from the
range of reliability present at our deployment sites.
As we remove sites, we also compare the distributions

of outage durations between our full dataset and the sub-
sample, using energy distance [67]. We used the implemen-
tation of the permutation test for equal distribution [24, 68]
available from the EUGENE library [42]. We see that the dis-
tributions do not significantly differ, meaning the combined
distribution does not change as a function of sites removed,
further supporting that our sample is adequate.

7 DISCUSSION
Here, we consider some of the limitations of our system as
it exists today and more general challenges for wide-area
measurements of human-centric systems. We also consider
some potential avenues for improving PowerWatch, as well
as some new applications that could be enabled with the data
made available by PowerWatch.

Same City Same Feeder Same TX
Percent co-reporting 4.5% 11.22% 11.64%
Correlation of voltage

first differences
0.04 0.11 0.14

Table 2: Co-reporting rates and voltage correlations
scores of sensors under the same infrastructure. We
identify sensors under the same infrastructure using maps
available for a subset of the grid. We find that sensors under
the same infrastructure experience higher rates of outage
co-reporting. Similarly, a correlation on the first-differences
of the reported voltage reported increases for sensors located
under more local infrastructure. This provides evidence that
electrical connections are discernible from our data stream,
and that applications such as automated topology detection
and subsequent root-cause analysis may be possible even
without maps of the grid.

7.1 Subsampling the Grid
Our biggest challenge for estimating node placement and
density requirements is the absence of ground truth: we
cannot claim that we can observe every outage without mon-
itoring every endpoint. One potential remedy could be to
partner with utilities that have high smart meter penetra-
tion and richer understanding of ground truth, however,
these utilities often have very different grid operating con-
texts. Another approachmay be to explore dense deployment
methodologies to verify that our expectations match reality.

7.2 Keeping Humans in the System
The PowerWatch methodology requires that participants in-
stall sensors on their premises to enable utility-independent
measurements. However, this technique introduces noise
and incurs cost to recruit and incentivize participants.
While these complications could be avoided by deploy-

ing sensors directly on utility infrastructure [14], there are
also possible approaches to mitigate the impact of human
behavior. For example, we observe that some participants
switch off outlets, which appears to our system like a power
outage–an event that cannot be filtered out with any exist-
ing accelerometer measurement. Adding a method to detect
whether the outlet has been switched off, potentially using
capacitive loading, time domain reflectometry, or voltage
waveform analysis, could reject a switched-off outlet as a
false positive. Other approaches may incentivize users to
keep sensors powered, perhaps by providing them with data,
such as outage notifications and maps, for their own use.

7.3 Beyond Outage Detection
We imagine the PowerWatch data stream could enable nu-
merous applications above and beyond outage detection:
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Figure 16: The number of hours respondents experi-
ence below the target voltage band (207Vrms) per day.
For each respondent the number of hours of undervoltage
per day is calculated. Distributions of time undervoltage are
shown per month including mean (green triangle), median
(yellow line), and outliers. Measurement of time undervolt-
age and voltage instability can be used to inform investments
to lessen load on existing infrastructure.

7.3.1 Topology Detection. Utilities may not have recorded
the exact topology of the grid, particularly at the low-voltage
tier [32, 52]. We have started to find electrical correlations
between sensors that may provide information about the
underlying configuration of the grid (shown in Table 2).

7.3.2 Root Cause Detection. Utilities may not know which
pieces of infrastructure are most likely to fail. By associating
PowerWatch sensors with maps of the underlying infras-
tructure, the system could report on the stability of specific
equipment. Further, the system could be extended to model
and predict the performance of this equipment.

7.3.3 Operational Insights. Utilities may not know how to
localize power failures. The PowerWatch system could pro-
vide operationally-useful, real-time updates to the utility.
PowerWatch may also be able to directly integrate with util-
ity outage management systems, perhaps bootstrapping data
transfer by accessing the same interface into utility systems
used by the call center when logging customer calls. Fur-
ther, PowerWatch detects that 18% of voltages sensed are
outside the desired range. Undervoltage and overvoltage
analysis could help guide equipment upgrades and replace-
ment (shown in Figure 16).

7.3.4 Becoming Ground Truth. Finally, we imagine deploy-
ing PowerWatch with higher-resolution sensors, such as
alongside micro-PMUs, or with side-channel measurements
of the grid, such as satellite nightlights [32, 63] or internet
scanning [58, 64]. With PowerWatch as ground truth, the
data that these other sensors produce may be more more ac-
curately transformed or interpreted to improve their power.

8 CONCLUSIONS
Our experiences with PowerWatch show that a network of in-
expensive, sparsely-deployed sensors placed at imprecisely-
selected measurement sites allow us to observe a substan-
tially greater number of low-voltage outages than an operat-
ing utility. This provides empirical evidence to explore dis-
crepancies between utility-reported and customer-reported
outage rates. PowerWatch matches utility reported rates of
high- and medium-voltage outages, validating baseline sys-
tem performance, but PowerWatch achieves this parity at a
fraction of the cost, creating a financially-viable path toward
high- and medium-voltage monitoring for the most resource-
constrained utilities. The agile and utility-independent mea-
surementmethodology also frees regulators and independent
evaluators from reliance on the very utilities they are tasked
with auditing. While future work will no doubt lead to opti-
mized sensors, algorithms, and deployment methodologies,
the data collected using PowerWatch already represents a
significant advance in the region and PowerWatch has re-
ceived additional funding for redeployment at three times
the current scale. The data stream that the system generates
will be used by both the United States and Ghanaian Govern-
ments in their efforts to improve energy reliability in Accra
and elsewhere.
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